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ABSTRACT 

 

The next processing step is the attack and normal profile generation. The task is 

accomplished by the Statistical Profiler Module. This module uses the provided 

attack labels to filter out the intrusive and normal behavior of each individual feature, 

and stores the corresponding statistical data into uniquely identifiable profiles. Each 

profile keeps track of the mean μ and standard deviation σ statistics of a particular 

feature during the normal or intrusive stages. It is known that the features tend to 

have different values for different protocols. For instance, the size of the ICMP 

packets is expected to be smaller than the size of the TCP packets.  

Thus, instead of creating a single profile for the normal behavior of a feature, in 

this paper our system creates individual normal profiles for each protocol that applies 

to the current feature. 

The module also evaluates the false positives that each feature produces. The 

False Positive Evaluation sub-module is responsible for this task and the detail 

algorithms that it implements are described. Once the evaluation is done, the false 

positive predictions (i.e., FP(fi))are saved into False Positives DB. The database 

keeps for each feature fithe corresponding FP(fi) value. The process of extracting 

profiles and false positive prediction is repeated once for each TCP dump file and 

tuning combinations, until all the possible combinations are exhausted. 

Keywords: Fuzzy Logic, Database, Profiler, Statistical. 

1. Introduction 

This module is implemented as a combination of MATLAB and Java procedures. This 

whole process is executed once, after the Statisical Profiler Module has exhausted all its 

input data. The whole evaluation process is designed as a sequential process that consists of 

four tiers. Each individual tier can be executed only after the previous tiers have completely 

exhausted the data that they work with.For this reason, there are three temporary databases 
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that act like buffers between adjacent tiers. The only functionality that the databases have is 

to store data until is needed at the next tier. As depicted in Figure 1, the first processing tier 

is done for each feature tuning combination. 

 
 

Figure 1: The overall view of the Feature Evaluation Module block diagram. 

 

This module implements the previously presented algorithm for Fuzzy evaluation of fi against ξj 

attack while using τk tuning. We use MATLAB Fuzzy Logic Toolbox to implement the fuzzy 

inference engine. Next, after all the possible combinations are exhausted, the second tier starts its 

processing stage for each individual attack-feature combination. This second module implements the 

algorithmdepicts just a part of the Figure 1, and was introduced here for convenience purposes). When 

all the possible combinations are exhausted, the third tier starts evaluating each feature against all the 

defined attack classes. The fourth and final tier uses both, the information provided by the antecedent 

tier, as well as the information stored in the False Positives DB.  

 

2.  Feature Performance Testing Module 

The purpose of this module is to empirically evaluate the performance of each individual feature in 

the detection process given a set of attacks and corresponding tunings. The module is depicted in 

Figure and implements two functions. The first one is an anomaly detection module that mines the 

data for possible intrusions, and the second function performs the assessment on the alerts that the 

anomaly detection module produces. Once that is done, it reports the final performance to the Display 

Module.We choose to work with a very simplistic threshold-based anomaly detection algorithm that 

uses a lower and upper control limit to define the boundaries of the normal values. The two thresholds 

are computed during the training phase and are set on both sides of the normal population mean at 

five σ. During the detection phase, an anomaly is signaled for each individual point that exceeds the 
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two boundaries.For this purpose, the data from each dataset has been divided into 2 parts one for 

training and one for testing. The training part consists of 80% of the normal data whereas the testing 

part consists of the rest 20% plus all the intrusions in the datasets. 

 
 

Figure 2: The overall view of the block diagrams for the Feature Performance Testing Module and 

Display Module. 

The detection results are computed for each individual tuning value and feature. The average of those 

individual runs is further reported. For statistical significance, the best and worst cases are excluded.  

3. Conclusions 
The Performance Assessment Module receives the generated alerts from the Detection Module and 

compares them with the true attack labels that it has access to. The module computes four main 

evaluation functions as follows: 

1. The number of detected intrusions: This value represents the number of actual attacks 

detected by the current feature during the testing phase. 

2. The number of misclassified intrusions: This value represents the number of attacks that the 

current feature misclassifies. 

3. True positive rate: This value represents the percentage of correctly classified intrusions 

over the total number of intrusions that the current feature produces while in the testing phase. 

4. False positive rate: This value represents the percentage of normal data incorrectly classified 

as intrusion by the current feature while in the testing phase. 
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